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Abstract

A high resolution oceanic general circulation model of the three tropical oceans is
- ,

used to investigate long equatorial wave activity in the Pacific ocean during the 1985-

1994 TOGA period. Zonal wind stress forcing and simulated dynamic height are

interpreted using techniques previously applied to data, Kelvin and first Rossby  waves

am observed propagating during all the period. A seasonal cycle and interannual

anomalies arc computed for each long equatorial wave. The east }%cific basin is mainly

dominated by seasonal cycle variations while strong i]]terannual  anomalies are observed

west of the dateline. Long wave interannua] anomalies are then compared to wave
.-.

coefficients simulated by a simple wind-forced model. Our results outline the major role
. ._ ~. ._ . . - -L
played by wijld forcing oIj jnterannual time scales in generating long equatorial waves.s.

However, near both eastern and western boundaries, some differences can be attributed

to long wave reflections. A comparison to wave coefficients calculated from GEOSAT. . .—

sea-level data gives some insight of the model behaviol.



I. Introduction

A major success of the 1985-1994 TOGA (Tropical Ocean-Global Atmosphere)

program is “the continuation and/or development of ocean observing systems such as
,)

Volunteer Observing System, Tropical Atmosphere Ocean (’I’AO) buoy array, )Surface
t

Velocity Program,... During the TOGA decade, satellites (GEOSAT and

TOPEX/POSEIDON altimeters) provided large. scale sea-level measurements over two El

Nino and one La Nina events. Both satellite data and in-.sifu data from the TOGA-TAO

buoy array contributed to ~ large coverage ancl high--accuracy observations of the tropical

Pacific ocean (McPhaden, 1993; Menkes et al., 1995), and allow ‘I]OW to investigate

theoretical mechanisms hypothesized for El Nino/Southern Oscillation (F.NSO) variability

(Dc]croix et al., 1994, hereafter D94; Kessler and McPhaden, 1995; 130ulanger  and

Mcnkcs, 1995, hereaf[er BM).

Various theories, such as a warm water buildup in the western Pacific ocean

(Wyrtki, 1975), the delayed action oscillator mechanism (Schopf and Suare7.,  1988) or
,,,

the SST mode in the fast wave limit (Neelin, 1991), have been suggested to play a role in
,,

13NS0 variability. Considering more particularly the delayed action oscillator theory, its

mechanism involves the linear ocean dynamics througl]  propagation and reflection of long

equatorial waves (Battisti, 1988). Mainly, the Kelvin and three gravest l{ossby waves are

expected to play an import~nt  role in equatorial ocean dynamics and ENSO variability.
,

Kelvin waves were first observed throug~ ]neridional  shape of their sea-level signatur?

(Rips and Hayes, 1981 ) and in eastward propagating signal (Knox and Halpcrn, 1982). 1 \ ‘

,,Ffrst meridional Rossby waves were evidenced in in situ data by Lukas  et al. (1984) and

Lukas and Firing  (1985). Using altimetric  GEOSAT data, Millc] et al. (1988) and, later,

Dclcroix  et al. (1991) demonstrated nice propagations of these waves throughout most of

the basin Also using observations from the GEOSA”J’ altimeter covering the 1986-1987

El Nino and 1988-1989 La Nina events, 1194 evide]lced  Kelvin and first Rossby wave

propagations over most of the Pacific ocean, descl ibed their variability with ENSO

conditions and evaluated their contributions 10 sea-level and gcostrophic zonal  current
2



anomalies. But only with TOP13X/POSEIDON  altimeter accuracy, second and third

Rossby waves were observed propagating at theoretical speeds (BM ). Thus, while linear

ocean dynamics and long equatorial waves have been first vie.we.d as a useful, and

demonstrated powerful, approach for the undcrstandi]lg  of the oceanic low-frequency

variability, they are now quantitatively used to interpret sea-level ancl ?.cma] geostrophic

current anomalies and, most of all, sea surface temperature variability (Picaut and

Dclcroix, 1 995).

I lowcver, many questions about the role played by long waves slill remain. Recent
.

works interpreted sea-level and dynamic height variability in tcmns of long equatorial

waves of the first baroclinic  mode, thus it is important to determine to what extent the sea

surface variability in the tropical Pacific ocean can be explained by linear long equatorial

waves. in particular, reflections at both eastern and western boundaries, high Rossby

mode contributions and ageostrophic  processes must bc examined. h40rcover,  as derived

geostrophic zonal currents are used to calculate sea surface ternpcrat me zonal advection,

the variance of zona] currents explained by gcostrophic adjustment must be estimated,

and the actual contribution of long equatorial waves to sea surface. temperature zona]

advcction then quantified, The latter point will be examined in a forthcoming paper

(Boulanger  et al., 1995). Unfortunately, the former question cannot be assessed by

comparing wind forcing and sea-level variability y over t] IC whole tropical Pacific ocean on

long time scales as we lack a large scale and space/tin]e  high density observing system.

Thus, wc decided to force a high-resolution oceanic general cil culation  model and a

simple wave model by the same wind forcing, and to compare their responses in terms of

long equatorial waves. This approach allows us to identify the role. played by the wind

forcing, to quantify long wave reflections ancl to assess to what extent  long equatorial

waves of a single baroclinic  mode can explain sea-level variability.

The oceanic general circulation model (CIGCM)  ~~e used was adapted  to the tropical
— . ------ .

Pacific ocean and_lgsted in different experiments. The early runs were developed and1. . . —- . ..

extensively detailed by Dandin (1 993). The model participated’ to a TOGA-NEG
~,
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(Numerical Experiment Group) intercomparison  (Stockdale  el al., 1993) which specified

the typical biases of models forced by climatological  conditions. ‘1’hc present version of

the moclel  slightly differs from the above version (mainly in spatial coverage and

topography). However, the physical parameters have similar values. The velocity fields

from the run discussed here were compared to the mean seasonal drifter fields from the

Surface Velocity Programme  (Niiler et al., 1995) and pJ esent variances in both zonal and

meridiona]  ve]ocity components similar to observations.

]n this first paper, we are interested in cwduating  the role played by long equatorial

waves in a high-resolution tropical O(3CM simulation. First, we interpret the simulated
.
dynamic hcigh[ in terms of long, equatorial waves in a way similar to other works on

observations (D94; BM). Our aim is to determine whether long ec]uatorial  waves can be

identified in an OGCM simulation and whether they play a ro]c similar to the one

observed in the real ocean. Recent studies have interpreted both sea-level and zonal

geostrophic  current anomalies, as well as tempe.ratwe variations, in relation to long

equatorial wave activity. Therefore, we compare the O(iCM simulation to a simple wind-

forced wave-model, and we estimate to what extent a single vertical baroclinic mode of

Ihe linear ocean dynamics can explain the simulated dynamic height variability.

The arrangement of this paper is as follows. In sc.ction 2, the n)ode] is detailed. In

section 3, wc describe the simulated fields, briefly present the method used for the

calculation of long equatorial wave coefficients and estimate the variance of dynamic

height and zonal wind stress explained by Kelvin and first Rossby modes in the

equatorial band. In section 4, these coefficients, as well as their seasonal cycle, are

described. In section 5, the wave forcing coefficients are integrated along wave

characteristics, and interannual  anomalies are compared to previously calculated wave

coefficients. ]n section 6, we compare qualitativel~r  Kelvin and first Rossby wave

coefficients to those calculated from GEOSAT sea-level data. Finally, in section 7, we

conclude about the individual propagation of long equatorial waves in our simulation of



the TOGA  period,  and we introduce some questions which arc investigated in a

forthcoming paper.

II. Moclcl

This study was performed with the OGCM developed at the 1.OIJYC (OPA version

7, Dclecluse el al., 1993). It solves the primitive equation (i.e. Navicr-Stokes equations

plus smnc classical additional assumptions: Boussinesq  and hydrostatic approximations,

incompressibility), assuming the sea surface to be a rigid li(i bounclary.  The in-sifll

density is computed following the formulation give~l in Millero and Poisson (1981).

These equations are written in tensorial  formalism SC) that they are suited to any three

dimensional orthogonal curvilinear mesh on the sphere. The usc of vectorial operators

ensures a second order accuracy on the grid (Martj ef al., 1991 ). The equations are

discretized in finite differences on a staggered “C” grid (Arakawa, 1972) and the finite

difference equations can be found in Dclec.luse  et al. (1993). The time stepping is

achieved with a basic leapfrog differencing structure associated with a}sselin (1972)

time filter while a forward scheme is used for the turbulent horizontal diffusion terms and

an implicit scheme for the turbulent vertical diffusion terms. The. time step is set to one

hour. No-slip boundary conditions and no flux conditions for heat and salt are applied at

the bot[om and along the coastlines, while the surface fluxes of molnentum, salinity and

heat arc prescribed through the specification of the wind-stress, the fresh water budget,

the penetrative solar flux and the net heat budget at the sea surface.

The sub-grid physics ‘is parametrized as follows : 1/- Vertical mixing coefficients

are computed from a 1.5 turbulent closure model in which the turbulent kinetic energy

(TKE) is computed through a prognostic equation while the. turbulent length scales are

defined by a diagnostic formulation. This parameter iz,ation has been embedded in the

LODYC OGCM.~~lanke  and Delecluse (1993) fo] tropical simulations. The delicate
—. . ---- -—-” .

point of the closure assumption lies in the formulation of the turbulent length scale which
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is defined as the length scale required to convert the TKI i into potential energy. 2/- Lateral

mixing is~xplicitej  by a second order operator and the value of the horizontal viscosity

and diffusivity are positive constants equal to 103 n~2/s. These magnitudes are taken

following the sensitivity y experiments presented by Mac.s  e? al, (1995). This study shows

that a large value of these coefficients (an order larger) can modify the large scale

response of the model as a low value (an order smaller) leads to an enhanced response of

the vertical physics. The medium value is kept herein the equatorial region until 20”N and

20°S, and smoothly increases till the lateral boundaries.

The model domain covers the three tropical oceans between 50”N and 50°S. The
,---

mesh has a classical geographical configuration (latitude-] ongitudc)  and the third axis is

the local vertical. The zona] mesh is determined by analytical functions where the

resolution is increased each time that a coastline crosses the equator. 2’llc zonal resolution

is equal to 0.33° and rises until 0.75° in the middle of oceanic basins. The meridian,“

resolution is also irregular with smallest value of 0.33° at the equator, increases 10 1.5° at
)

the northern and southern boundaries. The ve.rlical  mesh is defined through 30 levels

until a 5000 m thres}lold. The minimum resolution is set to 10 meters in the 16 upper

]cvels and increases after the level 24 (deeper than 600 m). The bottom topography field

is derived from the 5’x5’ ETOP05  data set (Marine Geology and Geophysics Division,

National Geophysical Data Center, Boulder, Colorado) averaged over each model grid

box. T}le model presents a connection between the lndian  and the I’acific oceans which is

investigated in Mats and Delecluse  (1995).

The experimental forcing conditions (wind stress, heat fluxes and fresh budget) are

taken from the climate version of ARPEGE whose main characteristics are presented by

D&qu6 et al. (1994).  The atmosphere model has been run during the “N3GA period (1985-

1994) using the observed SST (Reynolds and Smith, 1994) as a lower boundary

condition. The forcing fields used in this study are extracted daily from the T42 spectral

model. The surface heat flux is then parameteri?ed  as follows :

Q = QArpege + dQ/dT *( SST - SSTob )
6



where QArllcge is given by the atmosphere model, SSTob is the observed sea surface

I temperature of Reynolds and Smith (1994), and SST is the first level temperature of the

I model. The ncgafivc  feedback term dQ/dT is set to -40 W/m2/K, a typical value over the

I equatorial Pacific ocean (Oberhuber,  1988). The solar flux is allowed to penetrate below

the top model  layer; its attenuation with depth follows the formulation of Paulson and

Simpson (1977) with a Jerlov (1968) optical water ty])e I. About onc half of the solar

flux is absorbed into the first top decimeters while the I emaining  part is absorbed within

the few tcn meters,

During the computation, a linear restoring tcrrn towards the month]y mean

temperature and seasonal salinity fields of Levitus  (1982) is only applied polcward of

20°N/S  and under the mixed-layer. The restoring coefficient value varies  in function of

depth and latitude (it increases poleward from (250 days)- 1 at 20°N/S  to (30 days)- 1 at

boundary). The model starts in January, with Levitus’ salinity and tc.mpcraturc, and was

spun up from rest (by repeating twice the 1984 year).

111. Zona]  wind stress

We are interested in

and dynamic height fields

studying a simulation of the Pacific ocean  in a way similar to

recent works on observed sea-level, dynamic height or gcostrophic  zonal current

anomalies (e.g. D94; 13M; Kessler and McPhaden, 1995). Therefore, our study focuses

on low-frequency surface dynamic height (relative to 1000dbar) and z,onal  wind stress

anomalies. Both fields have a 5-day time step, and are filtered in time with a 55-day

Hamling filter.

Zonal  wind stress and dynamic height decompositions. The. decomposition

methods used to project zonal  wind stress anomalies and dynamic height  anomalies onto

long equatorial waves are described in BM. A similar procedure was followed to validate

the methods near the boundaries, and identical

major steps. First, using simulated dynamic

1.< ,’

results were foL1’n’d. Wc briefly remind the
/’

height anomalies, a time-lag’ correlation
7



analysis was performed at the equator and at 4°N. A mean baroclinic phase speed of

2.5nl/s  was estimated (this result will be detailed later). We kept this value  to calculate a

Rossby radius (332km) and, then, calculate long equatorial wave structures (Fig. 1).

Dynamic height anomalies were then assumed to be written as a sum of these long

equatorial waves and decomposed onto these waves following BM’s method (see their

appendix A3). Y,onal wind stress anomalies were identically decomposed onto long

equatorial wave structures following 13hfl’s method (see. their appe.ndi  x A4).

Preliminary results. For each coefficient (Kelvin and first Rossby), a time-lag

correlation anal ysis (De]croix  et al., 1991) is used to calculate a mean phase speed and

estimate an error on this value. Results are respectively for both wave coefficients

2.20t0.5m/s  and -0.80f0.5m/s.  They are thus cc)nsi stent with our first estimate of

2.50m/s.

‘l-hen, a z.onal wind stress field and a dynamic height field arc reconstructed

considering only Kelvin and first Rossby signals. These reconstructed fields arc then

compared to the original fields.

a) .Zonal wind slress. Correlation (Fig. 2b) and cxp]ained  variance (Fig. 2c) are

very high along the equator, but both decrease rapidly poleward  of 2°N/S. Thus, forcing

reconstructed from the Kelvin and first gravest Rossby  modes does not explain the entire
,,,

high-value pattern observed between 140°W and 11 O“W (Fig. 2a), neithc~off-equat  orial

maxima observed in the western Pacific in both hemispheres. As we will see later, the

cast Pacific maximum can be attributed to the seasonal cycle, while near dateline high

values are main] y related to the interannual signal.

b) Dynamic heighf. Correlation (Fig. 3b) and ex])lained variance (Fig. 3c) between

original and reconstructed dynamic height anomaly fields are Iespcctively  higher than 0.9

and 90% throughout the Pacific ocean in a 3°N/30S band. Hence., all the equatorial

\,arjabj]jfy oh~erved on Fig. ~a (near the dateline and in the east Pacific, both in re]ation

~,it]l ]Ocal Illaxillla observed in the wind pattern)  is fail ]y Wel] explained.  However, both
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off-equatorial maxima jn the nor(hern  hemisphere (one in the western Pacific, the other

between 5°N and 8°N in the east Pacific) cannot bc represented by the two long equatorial

waves wc arc consi(lcring  in this study.

Having these above limitations in mind, wc will ]~ow pursue the study and discuss

the long wave signals.

IV. l,ong wave coefficients

.!cc~sonoi  cycle versus intcnmn[lal  anomalies. Long equatorial wave coefficients are

anoma]ics  relative to the mean calculated over the 1985-1994 period. A seasonal cycle is

computed for each coefficient averaging years 1985 tc) 1994. lnterannua]  anomalies are

relative to this seasonal cycle. We computed standard deviations of the coefficients, of

their seasonal cycle ancl of their interannual  anomalies Results are displayed on Figure

4a-b. A first look at the two equatorial wave coefficients shows that the basin is most]y

split into two halves. in the western half of the basin (west of the datc]ine),  interannual

anoma]ics  arc predominant while, in the eastern half, the seasonal cycle  is the strongest

signal. The strong variability observed on Figure 2a between 140°W and 11 O“W is mainly

duc to zona] wind stress scasona]  signal. On its east side, Kelvin waves arc generated,

and wc can observe on Figure 4a a strong seasonal component cast of 11 O“W. On its
,/, , . . f

west side, first Rossby waves are generated,{a strong seasonal signal  is seen on Figure

4b from 140°W to the dateline. The other impollant  seasonal contribu~ion  near the eastern

boundary (Fig. 4b) may come from the reflection of Kelvin waves. This point will be

examined later. We will show in the following that the strong seasonal cycle contribution ,:

cast of the dateline can be explained as a locxd response tq zonal  wind stress seasonal

Cycle.



The 1$%’.5-]994 10GA period.

Kelvjn  and first Rossby mode coefficients are. displayed on Fi~.5a-b.  Confirming

previous results, two distinct regimes are observed in the basin. East of 140”W,  the wave

signal is largely dominated by the seasonal cycle (Fif,. 6a-b). ‘1’his feature js coherent

with the wind annual cycle (Fig 7a-b). The 3’radcs weaken in Spring as the ITCZ is

moving equatorward, and SST warms up. Annual wes[erly  anomalies are thus observed

in the central-east Pacific and generate downwelling Kelvin and upwelling first Rossby

waves. Both contribute to the seasonal warming of the eastern Pacific ocean as follows:

both waves induce eastward current anomalies, and cc)ntribute. to advect warmer waters

from the west, while the Kelvin wave deepens the thcrmocline. in the. east (therefore

decreases the cooling effect of upwel]ing  on SST). 1[ is worth noting that the annual

upwe]ling first Rossby wave (Fig. 6b) is not ccmling from the eastern boundary but is

wind-forced near 11 OOW (Fig. 7b). Then, during Surmner  and Fall, the Trade?  reinforce ~,,

inducing annual easterly anomalies which force upwell ing Kelvin and downwe]ling  first

Rossby waves. ‘1’hese waves will act in an opposite way to previously described waves.

Although annual positive first Rossby wind forcing in Fa]l is located between 160”W and

90°W (Fig. 7b), as the annual negative forcing in Spring, the downwclling first Rossby

wave is observed propagating from the eastern boundary in late Spring, at a time the

annual downwelling Kelvin wave is reaching the boundary. Therefole, the downwelling

first Rossby wave seems to be first generated by reflc.ction  of the. downwelling  Kelvin

wave and lately forced along its path by local winds.

Now focusing our attentjon  on the western half of the basin, the. variability seems

t}lere to be mainly influenced by interannual  variability. Indeed, the Kelvin seasonal cycle

in the west Pacific ocean has not much amplitude (Fig. 6a). Its dominant feature js a

downwelling  signal generated in early Winter by westerly anomalies located between/., 1’
160°E and 180. This wave propagates to the eastern Pacifi$’that  it reache$ in beginning of.

January. The first Rossby wave annual sjgnal  in the western Pacific (Fig. 6b) is

charactcriscd  in Fall by the arrival of the annual upwe]ling wave and in Spring of a

10



downwelling  wave wind-forced west of the dateline. however, the first Rossby wave

annual signal has not much amplitude in the wcslern Pacific compared to the total signal

(Fig 4b). Indeed, strong interannual signals are observed in relation with simulated

ENSO variability. Considering first the warm Eil Nino events, the 1986-1987, 1991-1992

and 1992-1993 warmings are terminated by the propagation of strong upwelling first

Rossby waves from the central to the western Pacific. This wave always appears as a

strengthening of the annual upwe]ling  wave. However, while strong upwe]ling waves

(Kelvin and first Rossby) are seen on Figures 5a-bin tile central and east Pacific during

the 1988-1989 La Nina event, no strong downwel]ing first Rossby wave is observed

propagating throughout the basin at its end. A further discussion on interannual  signal is

presented in the following section.

V. lnterannua]  variability and wind-forced contribution
I

Tc) estimate how wind-forcing is responsible of wave generation, we developed a

simple wind-forced wave model. For each wave, forcing coefficients arc integrated along

wave. characteristics from 130°E to 80°W for the Kelvin mode and from 80°W to 130”E

for the first Rossby mode. For each wave, the model integrates the following equation:

(d, +-cndX+r~)an  = Fn(x, t)/D

where phase speeds of wave propagation (cn) are assulned  to bc 2.5m/s  and -0.831tis,  rn

is a damping time taken to bc (3 months)-] for Kelvin and first Rossby modes, FII arc the

forcing coefficients, D is a wind-pr’ojcction  depth and aIl arc the coefficients to be

calculated, No reflection at the boundaries is taken into account, thus only,wind  forcing

contribution is shown. A discussion on the pa~ameter  choice is beyond the scope of this

paper, but it will bc done in a subsequent paper. However, our choice is coherent with

estimates made by Picaul et al. (1993) and Kessler and McPhaden (1 995) comparing

simple models and data. D was estimated by comparing standard deviations of projected

coefficients (see part 4) and integrated coefficients. Its value is taken to be 100m. In the
11



following, only comparisons between interannual anomalies of calculated wave

cocfficicnls from the simulated dynamic height anomalies (called 01’A coefficients) and

of integrated wave coefficients from the simple wind-forccci  model (called SIMO

coefficients, SIMO for Simple MOdel) are discussed.

Comparison between Figures 8a and 8b clearly S1)OWS that most of the Kelvin type

variability observed in central and east Pacific. is fair]} well e.xplaincd in terms of wind

forcing. ]ndecd, either amplitude and phase are well reproduced by the simple wind-

forccd mode]. }Iowcver, major differences ale obserted  in the wc.stern Pacific where

reflections may potentially play an important role. 1 or the Rossby wave component

(Figs. 9a and 9b), variability in central and western Pacific is also fairly well explained

by the simple model. But major differences arc observed in the castcm Pacific, where

signals rcfjected from incoming Kelvin waves may have a large contribution. We now

describe intcrannual  anomalies in light of the simple mode] results.

First, preceding both 1986-1987 and 1991-1992 El Nino events,,  Kelvin wave

signal  in the western Pacific lacks strong downwcllint  amplitude (}~ig. 8b). From early

1985 to November 1986, downweliing  Kelvin signal is located from 130°E to the dateline

(Fig. 8a). This coherent signal over almost two years seem to. br attributed to first

Rossby wave reflections at the western boundary. indeed, strong downwelling  first

Rossby waves are forced near the dateline over this pel iod (Figs. 9a and 9b), During the

same period, upwclling Kelvin waves are generated to the east (Ijig. 8b). This signal is

not c.lcarly observed on Figure 8a as downwelling Kelvin waves coming from western

boundary reflection are superimposed to the negative alnplitudes  and nearly cancel them.

A similar scenario is at work from the end of 1988 to the end of 1990. Strong

downwelling  first Rossby waves are wind-forced neal the dateline and seem to reflect

into downwelling  Kelvin waves. Still considering Kelvin signal, other differences

between Figures W and 8b are observed ion the end of 1987 and during the 1991-1993

period. On July 1987, a strong westerly anomaly located near the dateline generated a

downwelling  Ke]vin wave and an upwelling first Rossby wave. The latter reached the

12



1’
wcslern boundaryl  on the end of’ 1987 simultaneously,,  to the generation of an upwel]ing

Kelvin signal in this region. During the 1991-1993 period, upwclling  first Rossby waves

are wind-forced near the dateline and seem to be res])onsible  of the upwel]ing Kelvin

signals observed on Figure 8a and not present on Figure 8b. ‘Ilmse differences between

01’A and Slh40  Kelvin coefficients indicate that western boundary reflections exist and

play a role in the low-frequency variability of our oceanic general circulation model

simulation.

Now focusing our attention on Figures 9a and 9b, it is obvious that the

downwc]ling  Rossby signal observed in the west Pacific previously to the 1986-1987

and 1991- 199?J  El Nino events is indeed wind-forced. Major diffe.rcnccs are observed

during the 1986-1989 period. 01?, the beginning of 1987 and during the seconcl  half of

this year strong downwelling first Rossby signals are c)bserved coming from the eastern

boundary. Although partially wind-forced, they are in phase with a potential reflection of

strong downwclling  Kelvin waves forced in late.  1986 and in JLIly 1987.  I.atcr during the

1988-1989 La Nina event, the strong upwelling  Rossby wave sigl]al  is not observed on

l:igurc 9b but is coherent with the arrival of strong upwcl]ing Kelvin waves on the

castm-n boundary. Other differences between I:igures 9a and 9b seem to be attributed to

Kelvin wave reflections on the eastern boundary. Eventually, the. downwe]]ing  signal in

1988-1989 in the western Pacific is much stronger in SIMO than ill OPA coefficients.

l“his difference may come from the lack of upwelling  Rossby waves coming from the

reflection and propagating to the western Pacific.

1 ]encc, the described discrepancies between O1>A and SIh40 wave coefficients over

the TOGA period clearly show that, in this model, Kelvin wave reflection at the eastern

boundary and first Rossby wave reflection at the western boundary may play a role in the

central Pacific interannual variability. To estimate if such a bchavic)r  is realistic, a

comparison to Kelvin and first Rossby wave coefficients calculated from GEOSAT sea-

ICVCI data is now examined.

13



VI. Comparison to GIIOSAT long wave coefficients

G130SAT  sea-level data were presented in Delcroix  et al. (1994). Briefly, sea-level

anomalies are relative to the November 1986-October 1988 period, they are gridded on a

5° longitude x 0.5 °1atitucte  x 5days, and filtered in ]ongitude  with a 15° Harming filter, in

latitude with a 3,5° ]Ianning filter and in time with a 35-day IIanning filter. Thus, some

discrepancies between GEOSAT results and our simulal ion may come from differences in

processing and filtering. Moreover, D94 compared thci I GEOSAT sca-leve]  data set to in-

situ data, and they showecl  that results in the east Pacific were worse than in central and

west Pacific. q’bus, the model-data misfits, cast of 11 OOW, will not bc discussed.

The sea-level data set was decomposed onto lon~,  equatorial waves using the same

method than used on the model i .e, the assumed phase speed is taken to be 2.5m/s.  This

is different from the 2.8m/s  choice made by D94. However, as they argued and as can be

observed when comparing our results to their Figures 3b-c, choosing different phase

speed ct 10% does not affect main conclusions on wave propagation. To be compared to

GEOSAT results, OPA long wave coefficients are relative to the same period (Nov. 86-

Oct. 88). Rcsu]ts  arc displayed on Figures 10a-d.

As previously shown, most of the simulated Kelvin (resp,

variability is explained in the central and east Pacific (resp. central

first Rossby) wave

ancl west Pacific) by

the Arpege wind-forcing. Thus, amplitude misfits between OPA and GEOSAT wave

coefficients can be attributed to Arpege wind biases, and t~ GEOSAT sea-level signal.

The lack of GEOSAT sea-level amplitude is confirmed by D94’s ‘1’able 1. Indeed, they

computecl GEOSAT sea-level standard deviation at mooring and tide gauge locations and

showed that, cm a mean, the ratio between GEOSAT and in-situ data standard deviation is

equal to 0.7, As wc showed, in the previous section, most of the OPA wave variability is

explained by Arpcge wind forcing. Thus, differences in wave variability between OPA

and GEOSAT can mainly be attributed to differences between Arpege  and “real” winds.

Thcrcforc,  in the following, we describe model-clata  agreements and differences

qualitatively, and we mainly focus on signals which maybe influenced by reflections.
4



variability during  the TOGA period, describe the role played by wind-forcing and give

some indications of potential reflections at both eastern and western boundaries.

The simulation was performed with the OGCM deve]opcd at the LODYC

(Delcc]use  cl al., 1993) and adapted to the Pacific ocean by hfaes et CL (1 995). Our

present version covers the three tropical oceans between 50”N and 50°S. The forcing

fields arc taken from a simulation of the TOGA period by the climate version of

AR1%G13. Wc focus on zonal wind stress and dynamic height (rc]ativc to 1000dbar)

fields filtered with a 55-day Harming filter.

Both zona] wind stress and dynamic height fields are decomposed in terms of long

equatorial waves using the method described by 130u]anger and h4enkes (1995). Kelvin

and first Rossby wave propagations are observed at phase speeds typical of a first

baroclinic  vertical mode (2.5m/s). Zonal  wind stress and dynamic height fields are

reconstructed considering only Kelvin and first Rossby contributions and are then

compared to original fields. While only zonal wincl  stress variability in a narrow band

around the equator (2 °N/S) is we]] reproduced by the reconstructed flcld, dynamic height

variance in 5°N/S is fairly well explained by the two equatorial waves. However, it is

worlh  noting that strong off-equator signals can not be Icpresented.  Besides, examination

of seasonal signal and interannual  anomalies leads to the conclusion that Kelvin and first

Rossby wave seasonal signals are dominant east of the dateline while interannual

anomalies are stronger west of the dateline.

To describe interannual  anomalies and potentially important reflections at both

eastern and weslern boundaries, wave forcing coefficients are inte,gratcd along Kelvin

and first Rossby wave characteristics assuming a phase speed of 2,5m/s. No reflection at

both boundaries is taken into account in this simple wind-forced mode], It clearly appears

that Kelvin (resp. first Rossby) waves in central and east (resp. ccntra]  and west) Pacific

are, on interannua]  time scales, mainly wind forced near the dateline. Ilowever,  major

differences bet ween projected and integrated coefficients are observed in west (resp. east)

I’acific and seem related to first Rossby (resp. Kelvin) reflections.

f
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To confirm the importance of reflections, we qualitatively compared OPA

coefficients to those calculated from GEOSAT sea-level data. The overall features are

con si stent bet wecn both coefficients. However, differences are. observed from October

1988 to February 1989 when first Rossby waves are strongly negative from the dateline

to 11 OOW in our simulation but not in GEOSA1’ data, It seems thus possible that eastern

boundary reflections are too important in the mode.]. YI’estern boundary reflections were

not examined as our GEOSAT data set has no clata west of 150”E.

in conclusion, Kelvin and first Rossby waves ale observed propagating i
.—

individually in the model as in, data. Moreover, a single baroclinic  mode signal (tuned in,

amplitude) explains fairly well Kelvin and first Rossby  wave variability either in phase

and amplitude. However, this study does not fully quantify the role played by long

equatorial waves. First, although reflections seem to play an important role in the model,

they must be further examined. To assess their contribution to sea-level variability in

model and data, we studied both eastern and western boundary reflections in this

simulation and in TOPEX/POS13DON  data. Our results will be presented in a subsequent

paper. Second, while long equatorial waves explain a large part of sea-level variance in

the equatorial band, their role in coupled mechanisn”]s i.e. in sea surface temperature

variations (in particular through zonal advcction)  is not clearly understood. In a second

paper, geostrophic  zonal  currents are studied and the contribution of long equatorial

waves examined,
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Figure  captions:

l;ig. 1: Merjdiona]  structures of (a) zonal current and (b) sea-level for Kelvin (solid line)

and first Rossby (dotted line) modes calculated for a 2.51n/s  phase  speed. Each wave

contribution at a given latitude can be obtained by multiplying the meridional structure by

the corresponding coefficient, yielding cm/s for zonal current and 0.01 Pa for zonal wind

stress, cm for sea-level (or dynamic height) anoma]y.

Fig. 2: (a: top) standard deviation map of Arpcge zonal  wind stress over the 1985-1994

period (units arc in Pa, contours are every 0.002Pa);  (b: middle,) correlation map between

Arpcge zonal wind stress and zonal  wind stress field rcconstrutcd  from only Kelvin and

first Rossby c)ceanic  wave forcing; (c: bottom) same as b, but explained variance map.

~jg. ~: Same as ~jgure 2 but considering dynamic heip,ht field. Unils of dynamic height

standard deviation are in cm.

Fig. 4: (a) Standard deviation of Kelvin wave cocfficien[  from 130°E to 80°W: total signal

(solid line), seasonal cycle (dot[cd line) and intcrannual  anomalies (dashed line). Values

are adimensionalised;  (b) same as (a) but for first Rossby wave cocfl’icicnt.

Fig. 5: Longitude time-p]ots of (a: left) Kelvin and (b: right) first Rossby wave

coefficients. Values are adimensionalised.  Amplitucles in sea-level and z,onal geostrophjc

current anoamlies can be calculated from corresponding wave structures displayed on

figures 1 a and b.

Fig. 6: longitude

coefficient seasonal

time-plots of (a: left) Kelvin and

cycles. The year is rcpeatecl  3 times.

(b: right) first Rossby wave

Fig. 7: Same as in Figure 6, but for wave forcing coefficients.

Fig. 8: ]nterannual  anomalies of Kelvin coefficients calculated from (a: left) OPA

simulated dynamic height anomalies and (b: left) integration of Ke]vin  wave forcing along

the wave characteristic.
21



Fig. 9: Same as in Figure 8, but for first Rossby.

Fig. 10: (a) Kelvin wave coefficients calculated from OPA simulated dynamic height

anomalies relative to the Nov.86-Ott.88 period; (b) same as (a) but for first Rossby

wave; (c) same as (a) but from GEOSAT sea-level dala; (d) same as (b) but from

GEOSArl’ sea-level data.
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